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ON I-ALMOST CONTINUITY AND NEW DECOMPOSITION OF

CONTINUITY

XIAOMIN LI

Abstract. In this paper, I-almost continuous functions are introduced and their
characterizations and properties are given. Relationships between I-almost conti-
nuity and other forms of continuity are discussed. Moreover, new decomposition
of continuity with I-almost continuity as a factor is obtained.

1. Introduction

General topology as a branch of mathematics is concerned with all questions directly
or indirectly related to continuity. The study of continuity have been found to be
useful in many fields of applications such as computer science and digital topology
[?, ?]. Therefore, generalization of continuity is one of the most important subjects in
general topology.

Ideal topological spaces were studied by Kuratowski [?] and Vaidyanathaswamy
[?]. The purpose of this paper is to study continuity in ideal topological spaces. We
introduce the concept of I-almost continuous functions and give their characterizations
and properties. We also discuss the relationships between I-almost continuity and
other forms of continuity. In addition, we obtain a new decomposition of continuity
with I-almost continuity as a factor.

2. Preliminaries

Let X be a set and 2X denotes the power set of X . A subset I of 2X is called an
ideal on X if I satisfies the follow conditions:

(1) A ∈ I and B ⊂ A implies B ∈ I;
(2) A ∈ I and B ∈ I implies A ∪B ∈ I.

If I is an ideal on X and τ is a topology on X , then a pair (X, τ, I) is called an
ideal topological space or simply an ideal space.
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Let (X, τ, I) be an ideal space. A operator (.)∗ : 2X −→ 2X , called a local function
[?] of A with respect to τ and I, is defined as follows: for any A ⊂ X ,

A∗(I, τ) = {x ∈ X : V ∩ A 6∈ I for every V ∈ τ(x)},

where τ(x) = {U ∈ τ : x ∈ U}.
A operator cl∗(.) : 2X −→ 2X is defined as follows: for any A ⊂ X ,

cl∗(A)(I, τ) == A ∪ A∗(I, τ).
Because cl∗(.) is a Kuratowski closure operator, thus cl(.)∗ generates a topology

τ∗(I, τ), called ∗-topology.
It is easy to prove that τ∗(I, τ) ⊃ τ .
When there is no chance for confusion, we will simply write τ∗ for τ∗(I, τ), A∗

for A∗(I, τ), c∗A for cl∗(A)(I, τ) and i∗A for int∗(A)(I, τ), where int∗(A)(I, τ) =
X − cl∗(X −A)(I, τ).

A is called ∗-closed [?] if c∗A = A, and A is called ∗-open (i.e., A ∈ τ∗) if X −A is
∗-closed. Obviously, A is ∗-open if and only if i∗A = A.

Throughout this paper, spaces always mean topological spaces or ideal spaces on
which no separation axiom is assumed. Sometimes, (X, τ) and (X, τ, I) are simply
written by X . If U ⊂ 2X , A ⊂ X and x ∈ X , then UA denotes {U

⋂
A : U ∈ U} and

U(x) denotes {U ∈ U : x ∈ U}. If A is a subset of a space X , then the closure of A
and the interior of A denote by cA and iA respectively, and we have

iA ⊂ i∗A ⊂ A ⊂ c∗A ⊂ cA.
Let fi : 2

X −→ 2X be a operator (i = 1, 2, · · · , n) and A ⊂ X . We define
f1f2 · · · fnA = f1(f2(· · · (fn(A)) · · · )).

Definition 2.1. A subset A of a space (X, τ) is called
(1) regular open [?] if A = icA and regular closed if X −A is regular open.
(2) pre-open [?] if A ⊂ icA and pre-closed if X −A is pre-open.
(3) semi-open [?] if A ⊂ ciA and semi-closed if X −A is semi-open.

Definition 2.2. A subset A of a space (X, τ, I) is called
(1) R-I-open [?] if A = ic∗A and R-I-closed if X −A is R-I-open.
(2) pre-I-open [?] if A ⊂ ic∗A and pre-I-closed if X −A is pre-I-open.

It is clear that
regular open → R-I-open → open → pre-I-open → pre-open.

But the converse is not true, as shown by the following Example 2.3, Example 2.4
and Example 2.5.

Example 2.3. Let X = {a, b, c, d}, τ = {∅, {a}, {b}, {a, b}, {b, c}, {a, b, c}, X} and
I = {∅, {b}}. Then

τ(a) = {{a}, {a, b}, {a, b, c}, X}, τ(b) = {{b}, {a, b}, {b, c}, {a, b, c}, X}, τ(c) =
{{b, c}, {a, b, c}, X} and τ(d) = {X}.

It is easy to prove that c{b} = {b, c, d} and {b}∗ = ∅. Thus ic{b} = i{b, c, d} =
{b, c} 6= {b} and ic∗{b} = i{b} = {b}. Hence {b} is R-I-open in X but not regular
open in X.

Example 2.4. Let X = {a, b, c}, τ = {∅, {b}, {b, c}, X} and I = {∅, {b}}. Then
τ(a) = {X}, τ(b) = {{b}, {b, c}, X} and τ(c) = {{b, c}, X}.
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(1) Pick V = X ∈ τ(a) (resp. V = {b} ∈ τ(b), V = {b, c} ∈ τ(c)), then {b} ∩ V =
{b} ∈ I, and so a 6∈ {b}∗ (resp. b 6∈ {b}∗, c 6∈ {b}∗). Thus {b}∗ = ∅.

For any V ∈ τ(a) (resp. V ∈ τ(c)), {c} ∩ V = {c} 6∈ I, then a ∈ {c}∗ (resp.
c ∈ {c}∗). Pick V = {b} ∈ τ(b), then {c} ∩ V = ∅ ∈ I, and so b 6∈ {c}∗. Thus
{c}∗ = {a, c}. This implies that c∗{b, c} = c∗{b} ∪ c∗{c} = {b} ∪ {a, c} = X. Hence
ic∗{b, c} = X.

Put A = {b, c}, then A is open in X. But A 6= ic∗A and so A is not R-I-open in
X.

(2) For any V ∈ τ(a) (resp. V ∈ τ(b), V ∈ τ(c)), {b}∩ V 6= ∅, then a ∈ {̧b} (resp.
b ∈ {̧b}, c ∈ {̧b}). Thus ic{b} = iX = X and so ic{a, b} = X.

For any V ∈ τ(a), {a} ∩ V = {a} 6∈ I, then a ∈ {a}∗. Pick V = {b} ∈ τ(b), then
{a} ∩ V = ∅ ∈ I, and so b 6∈ {a}∗. Pick V = {b, c} ∈ τ(c), then {a} ∩ V = ∅ ∈ I,
and so c 6∈ {a}∗. Thus {a}∗ = {a}. This implies that c∗{a, b} = c∗{a} ∪ c∗{b} =
{a} ∪ {b} = {a, b}. Hence ic∗{a, b} = i{a, b} = {b}.

Put B = {a, b}, then B ⊂ icB, and so B is pre-open in X. But B 6⊂ ic∗B and so
B is not pre-I-open in X.

Example 2.5. Let X = {a, b, c}, τ = {∅, {a}, {a, c}, X} and I = {∅, {b}}. Then
τ(a) = {{a}, {a, c}, X}, τ(b) = {X} and τ(c) = {{a, c}, X}.

For any V ∈ τ(a) (resp. V ∈ τ(b), V ∈ τ(c)), {a} ∩ V = {a} 6∈ I, then a ∈ {a}∗

(resp. b ∈ {a}∗, c ∈ {a}∗). Thus {a}∗ = X, and so ic∗{a} = iX = X. Hence
ic∗{a, b} = X.

Put A = {a, b}, then A ⊂ ic∗A, and so A is pre-I-open in X. But A is not open in
X.

Lemma 2.6. Let (X, τ, I) be an ideal space. Then ic∗A is R-I-open in X for any
A ⊂ X.

Proof. Let G = ic∗A. c∗G ⊃ G implies that ic∗G ⊃ iG = G. Now ic∗A ⊂ c∗A. Thus
ic∗G = ic∗ic∗A ⊂ ic∗c∗A = ic∗A = G. Hence ic∗A is R-I-open in X . �

Definition 2.7 ([?]). An ideal space (X, τ, I) is called ∗-extremally disconnected if the
∗-closure of each open subset of X is open in X.

Definition 2.8. A functions f : (X, τ) → (Y, σ) is called almost continuous [?](resp.
weakly continuous [?]) if for each x ∈ X and V ∈ σ(f(x)), there exists U ∈ τ(x) such
that f(U) ⊂ icV (resp. f(U) ⊂ cV ).

Definition 2.9 ([?]). A functions f : (X, τ) → (Y, σ) is called pre-continuous if
f−1(V ) is pre-open in X for each V ∈ σ.

Definition 2.10 ([?]). A functions f : (X, τ, I) → (Y, σ) is called pre-I-continuous if
f−1(V ) is pre-I-open in X for each V ∈ σ.

3. I-almost continuity

Definition 3.1. A function f : (X, τ) → (Y, σ, I) is called I-almost continuous if for
each x ∈ X and V ∈ σ(f(x)), there exists U ∈ τ(x) such that f(U) ⊂ ic∗V .
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Remark 3.2. (1) Every I-almost continuous function is almost continuous.
(2) If f : (X, τ) → (Y, σ) is continuous, then for every ideal I on Y , f : (X, τ) →

(Y, σ, I) is I-almost continuous.
(3) f : (X, τ) → (Y, σ, I) is I-almost continuous if and only if f : (X, τ) → (Y, σ∗)

is almost continuous.
(4) If I = {∅}, then f : (X, τ) → (Y, σ, I) is I-almost continuous if and only if

f : (X, τ) → (Y, σ) is almost continuous.

Remark 3.3. (1) A subset A of a space (X, τ, I) is called almost-I-open [?] if A ⊂
ciA∗.

(2) Abd El-Monsef et al. [?] introduced the concept of almost I-continuity, where a
function f : (X, τ, I) → (Y, σ) is called almost-I-continuous if f−1(V ) is almost-I-open
in X for any V ∈ σ.

Example 3.4. Let X = {a, b, c}, τ = {∅, {a}, {c}, {a, c}, X}, σ = {∅, {b}, {b, c}, X}
and I = {∅, {b}}. Then, the identity function f : (X, τ) → (X, σ, I) is almost contin-
uous but not I-almost continuous.

(1) Since σ(a) = {X} (resp. σ(b) = {{b}, {b, c}, X}, σ(c) = {{b, c}, X}), then
for any V ∈ σ(a) (resp. for any V ∈ σ(b), for any V ∈ σ(c)), V ∩ {b} 6= ∅. Thus
c{b} = X. So ic{b} = X. For any x ∈ X and V ∈ σ(f(x)) = σ(x), we have {b} ⊂ V .
This implies that icV = X . Hence there exists U ∈ τ(x) such that f(U) = U ⊂ icV .
Therefore f is almost continuous.

(2) Pick V = X ∈ σ(a) (resp. V = {b} ∈ σ(b), V = {b, c} ∈ σ(c)), then {b} ∩ V =
{b} ∈ I, and so a 6∈ {b}∗ (resp. b 6∈ {b}∗, c 6∈ {b}∗). This implies that {b}∗ = ∅.

Let V = {b} ∈ σ(f(b)) = σ(b). For any U ∈ τ(b), since τ(b) = {X}, then
U = X. Thus f(U) = f(X) = X 6⊂ ic∗{b} = i{b} = {b}. Therefore f is not I-almost
continuous.

Example 3.5. Let X = {a, b, c}, τ = {∅, {a}, {b}, {a, b}, X}, σ = {∅, {b}, {b, c}, X}
and I = {∅, {b}}. Then, the identity function f : (X, τ) → (X, σ, I) is I-almost
continuous but not continuous.

(1) Now τ(c) = {X} and σ(c) = {{b, c}, X}). Pick V = {b, c} ∈ σ(f(c)) = σ(c),
then for any U ∈ τ(c), f(U) = f(X) = X 6⊂ V . Hence f is not continuous.

(2) By Example 3.4, {b}∗ = ∅. Now σ(a) = {X}, σ(b) = {{b}, {b, c}, X}, σ(c) =
{{b, c}, X}). For any V ∈ σ(a) (resp. V ∈ σ(c)), {c} ∩ V = {c} 6∈ I, then a ∈ {c}∗

(resp. c ∈ {c}∗). Pick V = {b} ∈ σ(b), then {c} ∩ V = ∅ ∈ I, and so b 6∈ {c}∗. Thus
{c}∗ = {a, c}. This implies that c∗{b, c} = c∗{b} ∪ c∗{c} = {b} ∪ {a, c} = X.

(a) For any V ∈ σ(f(a)) = σ(a) (resp. V ∈ σ(f(c)) = σ(c)), {b, c} ⊂ V implies
ic∗V = iX = X, then there exists U ∈ τ(a) (resp. U ∈ τ(c) )such that f(U) = U ⊂
ic∗V .

(b) For any V ∈ σ(f(b)) = σ(b), if V = {b}, then there exists U = {b} ∈ τ(b) such
that f(U) = U ⊂ ic∗V = {b}; if V = {b, c} or if V = X, then there exists U ∈ τ(b)
such that f(U) = U ⊂ ic∗V = X.

By (a) and (b), f is I-almost continuous.

The following Theorem 3.6 and Theorem 3.8 give some characterizations of I-almost
continuity.
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Theorem 3.6. Let f : (X, τ) → (Y, σ, I) be a function. Then the following are
equivalent.

(1) f is I-almost continuous.
(2) f−1(V ) ⊂ if−1(ic∗V ) for any V ∈ σ.
(3) f−1(F ) ⊃ cf−1(ci∗F ) for any closed subset F of Y .
(4) f−1(cB) ⊃ cf−1(ci∗cB) for any B ⊂ Y .
(5) f−1(iB) ⊂ if−1(ic∗iB) for any B ⊂ Y .
(6) For any R-I-open subset G of Y , f−1(G) ∈ τ .
(7) For any R-I-closed subset F of Y , f−1(F ) is closed in X.
(8) For any V ∈ σ, f−1(ic∗V ) ∈ τ .
(9) For any x ∈ X and R-I-open subset V of Y with f(x) ∈ V , there exists U ∈ τ(x)

such that f(U) ⊂ V .

Proof. (1) ⇒ (2). Suppose f−1(V ) − if−1(ic∗V ) 6= ∅ for some V ∈ σ. Pick x ∈
f−1(V ) − if−1(ic∗V ). x ∈ f−1(V ) implies that V ∈ σ(f(x)). Since f is I-almost
continuous, then there exists U ∈ τ(x) such that f(U) ⊂ ic∗V . Thus U ⊂ f−1(ic∗V ).
So x ∈ if−1(ic∗V ), a contradiction.

(2) ⇒ (3). For any closed subset F of Y , Y − F ∈ σ. By (2), f−1(Y − F ) ⊂
if−1(ic∗(Y − F )). Now, f−1(Y − F ) = X − f−1(F )

and
if−1(ic∗(Y − F )) = if−1(i(Y − i∗F ))
= if−1(Y − ci∗F )) = i(X − f−1(ci∗F )
= X − cf−1(ci∗F ).

Hence f−1(F ) ⊃ cf−1(ci∗F ).
(3) ⇒ (4) is obvious.
(4) ⇒ (5). For any B ⊂ Y , by (4), f−1(c(Y − B)) ⊃ cf−1(ci∗c(Y − B)). Now

f−1(c(Y −B)) = f−1(Y − iB) = X − f−1(iB)
and

cf−1(ci∗c(Y −B)) = cf−1(ci∗(Y − iB))
= cf−1(c(Y − c∗iB)) = cf−1(Y − ic∗iB)
= c(X − f−1(ic∗iB)) = X − if−1(ic∗iB).

Hence f−1(iB) ⊂ if−1(ic∗iB).
(5) ⇒ (6). For any R-I-open subset G of Y , by (5), f−1(iG) ⊂ if−1(ic∗iG). Now

iG = G and ic∗iG = ic∗G = G.
Thus f−1(G) ⊂ if−1(G). This implies that f−1(G) ∈ τ .
(6) ⇒ (1). For each x ∈ X and V ∈ σ(f(x)), let G = ic∗V , By Lemma 2.6, G is

R-I-open subset G of Y . By (6), f−1(G) ∈ τ . Put U = f−1(G), then U ∈ τ(x) such
that f(U) ⊂ ic∗V . Hence f is I-almost continuous.

(6) ⇔ (7) is clear.
(6) ⇒ (8) holds by Lemma 2.6.
(8) ⇒ (2) is obvious.
(6) ⇒ (9). For any x ∈ X and R-I-open subset V of Y with V ∈ σ(f(x)), by (6),

f−1(V ) ∈ τ . Put U = f−1(V ), then U ∈ τ(x) such that f(U) ⊂ V .
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(9) ⇒ (6). Let G be R-I-open in Y . For any x ∈ f−1(G). f(x) ∈ G, by (6),
there exists U ∈ τ(x) such that f(U) ⊂ G. This implies that U ⊂ f−1(G). Thus
f−1(G) ∈ τ . �

If I = {∅} in Theorem 3.6, then we have the following Corollary 3.7.

Corollary 3.7. Let f : (X, τ) → (Y, σ) be a function. Then the following are equiva-
lent.

(1) f is almost continuous.
(2) f−1(V ) ⊂ if−1(icV ) for any V ∈ σ.
(3) f−1(icV ) ∈ τ for any V ∈ σ.
(4) f−1(cB) ⊃ cf−1(cicB) for any B ⊂ Y .
(5) f−1(iB) ⊂ if−1(iciB) for any B ⊂ Y .
(6) For any regular-open subset G of Y , f−1(G) ∈ τ .

Theorem 3.8. A function f : (X, τ) → (Y, σ, I) is I-almost continuous if and only if
for any pre-I-open subset G of Y , f−1(G) ⊂ if−1(ic∗G).

Proof. Necessity. Let G be any pre-I-open subset of Y , then G ⊂ ic∗G, and so
f−1(G) ⊂ f−1(ic∗G). By Lemma 2.6 , ic∗G is R-I-open in Y . Since f is I-almost
continuous, then f−1(G) ∈ τ by Theorem 3.6. Thus

f−1(G) ⊂ f−1(ic∗G) = if−1(ic∗G).
Sufficiency. Let G be any R-I-open subset of Y , then G is pre-I-open in Y . By

hypothesis,
f−1(G) ⊂ if−1(ic∗G) = if−1(G).

Thus f−1(G) ∈ τ . By Theorem 3.6, f is I-almost continuous. �

4. I-almost continuity and other forms of continuity

Definition 4.1 ([?]). A function f : (X, τ) → (Y, σ, I) is called weakly I-continuous,
if for each x ∈ X and V ∈ σ(f(x)), there exists U ∈ τ(x) such that f(U) ⊂ c∗V .

Remark 4.2. Every I-almost continuous function is weakly I-continuous and every
weakly I-continuous function is weakly continuous.

Example 4.3. Let X = {a, b, c, d}, τ = {∅, {a}, {a, c}, {a, b, d}, X},
σ = {∅, {c}, {b, d}, {b, c, d}, X} and I = {∅, {b}}.

Then, the identity function f : (X, τ) → (X, σ, I) is weakly I-continuous but not
I-almost continuous.

(1) Since σ(a) = {X}, σ(b) = {{b, d}, {b, c, d}, X}, σ(c) = {{c}, {b, c, d}, X} and
σ(d) = {{b, d}, {b, c, d}, X}), then {a}∗ = {a}, {b}∗ = ∅, {c}∗ = {a, c} and {d}∗ =
{a, b, d}. Thus

c∗{c} = {a, c}, c∗{b, d} = {a, b, d} and c∗{b, c, d} = X.
(a) For any V ∈ σ(f(a)) = σ(a), V = X, it is obvious that f(U) = U ⊂ c∗V for

some U ∈ τ(a).
(b) For any V ∈ σ(f(b)) = σ(b), if V = {b, d}, pick U = {a, b, d} ∈ τ(b), then

f(U) = U ⊂ c∗V ; if V = {b, c, d} or V = X, it is obvious that f(U) = U ⊂ c∗V = X

for some U ∈ τ(b).
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(c) For any V ∈ σ(f(c)) = σ(c), if V = {c}, pick U = {a, c} ∈ τ(c), then f(U) =
U ⊂ c∗V ; if V = {b, c, d} or V = X, it is obvious that f(U) = U ⊂ c∗V for some
U ∈ τ(c).

(d) For any V ∈ σ(f(d)) = σ(d), if V = {b, d}, pick U = {a, b, d} ∈ τ(d), then
f(U) = U ⊂ c∗V ; if V = {b, c, d} or V = X, it is obvious that f(U) = U ⊂ c∗V for
some U ∈ τ(d).

Hence f is weakly I-continuous.
(2) Pick V = {b, d} ∈ σ(f(b)) = σ(b), then ic∗V = i{a, b, d} = {b, d}. For any

U ∈ τ(b), U = {a, b, d} or U = X, then f(U) = U 6⊂ ic∗V . Hence f is not I-almost
continuous.

From Example 3.4, Example 3.5 and Example 4.3, we have the following relation-
ships:

continuity        I-almost continuity almost continuity

weakly I-continuity

The following Theorem 4.4 improve Theorem 2.2 in [?].

Theorem 4.4. Let f : (X, τ) → (Y, σ, I) be a function. Then the following are
equivalent.

(1) f is weakly I-continuous.
(2) f−1(V ) ⊂ if−1(c∗V ) for any V ∈ σ.
(3) f−1(F ) ⊃ cf−1(i∗F ) for any closed subset F of Y .
(4) f−1(cB) ⊃ cf−1(i∗cB) for any B ⊂ Y .
(5) f−1(iB) ⊂ if−1(c∗iB) for any B ⊂ Y .

Proof. (1) ⇒ (2). Suppose f−1(V ) − if−1(c∗V ) 6= ∅ for some V ∈ σ. Pick x ∈
f−1(V ) − if−1(c∗V ). x ∈ f−1(V ) implies that V ∈ σ(f(x)). Since f is weakly I-
continuous, then there exists U ∈ τ(x) such that f(U) ⊂ c∗V . Thus U ⊂ f−1(c∗V ).
So x ∈ if−1(c∗V ), a contradiction.

(2) ⇒ (3). For any closed subset F of Y , Y −F ∈ σ. By hypothesis, f−1(Y −F ) ⊂
if−1(c∗(Y − F )). Now, f−1(Y − F ) = X − f−1(F )

and
if−1(c∗(Y − F )) = X − cf−1(i∗F ).

Hence f−1(F ) ⊃ cf−1(i∗F ).
(3) ⇒ (4) is obvious.
(4) ⇒ (5). For any B ⊂ Y , by hypothesis, f−1(c(Y − B)) ⊃ cf−1(i∗c(Y − B)).

Now f−1(c(Y −B)) = f−1(Y − iB) = X − f−1(iB)
and

cf−1(i∗c(Y −B)) = X − if−1(c∗iB).
Hence f−1(iB) ⊂ if−1(c∗iB).
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(5) ⇒ (2) is obvious.
(2) ⇒ (1). For any x ∈ X and V ∈ σ(f(x)), since f(x) ∈ V , then x ∈ f−1(V ).

By hypothesis, f−1(V ) ⊂ if−1(c∗V ). Thus x ∈ if−1(c∗V ). This implies that U ⊂
f−1(c∗V ) for some U ∈ τ(x). So f(U) ⊂ c∗V . Hence f is weakly I-continuous. �

If I = {∅} in Theorem 4.4, then we have the following Corollary 4.5.

Corollary 4.5. Let f : (X, τ) → (Y, σ) be a function. Then the following are equiva-
lent.

(1) f is weakly continuous.
(2) f−1(V ) ⊂ if−1(cV ) for any V ∈ σ.
(3) f−1(F ) ⊃ cf−1(i∗F ) for any closed subset F of Y .
(4) f−1(cB) ⊃ cf−1(icB) for any B ⊂ Y .
(5) f−1(iB) ⊂ if−1(ciB) for any B ⊂ Y .

Theorem 4.6. Let f : (X, τ) → (Y, σ, I) be a function. If f is a weakly I-continuous
and open function, then f is I-almost continuous.

Proof. For any V ∈ σ, since f is weakly I-continuous, then f−1(V ) ⊂ if−1(c∗V ) by
Theorem 4.4. Now f is open, by Theorem 1.5.2 in [?], f−1(cB) ⊂ cf−1(B) for any
B ⊂ Y . Thus, X−f−1(ic∗V ) = f−1(Y −ic∗V ) = f−1(c(Y −c∗V ) ⊂ cf−1(Y −c∗V ) =
c(X − f−1(c∗V )) = X − if−1(c∗V ). This implies that if−1(c∗V ) ⊂ f−1(ic∗V ). So
if−1(c∗V ) = iif−1(c∗V ) ⊂ if−1(ic∗V ). Hence f−1(V ) ⊂ if−1(ic∗V ). By Theorem
3.6, f is I-almost continuous. �

Theorem 4.7. Let f : (X, τ) → (Y, σ, I) be a function. If f is pre-continuous such
that cf−1(V ) ⊂ f−1(ic∗V ) for any V ∈ σ, then f is I-almost continuous.

Proof. For any V ∈ σ, by hypothesis, cf−1(V ) ⊂ f−1(ic∗V ). Since f is pre-continuous,
then f−1(V ) is pre-open in X , so f−1(V ) ⊂ icf−1(V ). Thus f−1(V ) ⊂ if−1(ic∗V ).
By Theorem 3.6, f is I-almost continuous. �

Lemma 4.8 ([?]). If (X, τ, I) is an ideal space, (Y, σ) is a space and f : (X, τ) →
(Y, σ) is a map, then f(I) = {f(A) : A ∈ I} is an ideal on Y .

Theorem 4.9. Let f : (X, τ, I) → (Y, σ, J) be a function where J = f(I). If f is
pre-I-continuous such that c∗f−1(V ) ⊂ f−1(ic∗V ) for any V ∈ σ, then f is J-almost
continuous.

Proof. For any V ∈ σ, by hypothesis, c∗f−1(V ) ⊂ f−1(ic∗V ). Since f is pre-I-
continuous, then f−1(V ) is pre-I-open in X , so f−1(V ) ⊂ ic∗f−1(V ). Thus f−1(V ) ⊂
if−1(ic∗V ). By Theorem 3.6, f is J-almost continuous. �

We can easily prove the following Theorem 4.10.

Theorem 4.10. Let f : (X, τ) → (Y, σ, I) be a function such that Y is ∗-extremally
disconnected. Then f is I-almost continuous if and only if f is weakly I-continuous.

Theorem 4.11. If Y is regular and f : (X, τ) → (Y, σ, I) is I-almost continuous,
then f is continuous.
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Proof. Let V ∈ σ. For each y ∈ V , since Y is regular, then y ∈ Wy ⊂ cWy ⊂ V for
some Wy ∈ σ, and so y ∈ Wy ⊂ ic∗Wy ⊂ cWy ⊂ U . Thus,

V =
⋃

{Wy : y ∈ V } =
⋃

{ic∗Wy : y ∈ V },

and

f−1(V ) =
⋃

{f−1(Wy) : y ∈ V } =
⋃

{f−1(ic∗Wy) : y ∈ V }.

Now f is I-almost continuous, by Theorem 3.6, f−1(Wy) ⊂ if−1(ic∗Wy) for any
y ∈ V . Thus

f−1(V ) =
⋃
{f−1(Wy) : y ∈ V } ⊂

⋃
if−1(ic∗Wy) : y ∈ V }

⊂ i(
⋃
{f−1(ic∗Wy) : y ∈ V }) = if−1(V ).

This implies that f−1(V ) is open in X . Hence f is continuous. �

Let (X, τ) be a space and A ⊂ X . The semi-closure [?] of A, denoted by csA, is
defined as the intersection of all semi-closed subsets containing A. A is semi-closed
if and only if csA = A [?]. It was proved that csA = A ∪ icA for A ∈ τ in [?]. The
semi-boundary of A, denoted by ∂sA, is defined as csA ∩ cs(X −A).

Definition 4.12. Let (X, τ, I) be an ideal space and A ⊂ X. Then
(1) A ∪ ic∗A is called the semi-∗-closure of A, which is denoted by c∗sA.
(2) c∗sA ∩ c∗s(X −A) is called the semi-∗-boundary of A, which is denoted by ∂∗

sA.
(3) F∗

sA = X − ∂∗
sA.

Definition 4.13. We call that a function f : (X, τ) → (Y, σ, I) satisfies the semi-
∗-boundary condition, and denote it by ∂∗

s -condition, if f
−1(∂∗

sV ) is closed in X for
any V ∈ σ.

Lemma 4.14. Let (X, τ, I) be an ideal space. If U ∈ τ , then
(1) ∂∗

sU = ic∗U − U .
(2) F∗

sU = U ∪ (X − ic∗U).

Proof. (1) Since U ⊂ ic∗U , then c∗sU = U ∪ ic∗U = ic∗U . Now i∗U ⊃ iU = U implies
that ci∗U ⊃ cU ⊃ U . Thus c∗s(X−U) = (X−U)∪ic∗(X−U) = (X−U)∪(X−ci∗U) =
X − U ∩ ci∗U = X − U .

Hence ∂∗
sU = c∗sU ∩ c∗s(X − U) = ic∗U ∩ (X − U) = ic∗U − U .

(2) By (1), ∂∗
sU = ic∗U −U . Hence F∗

sU = X− (ic∗U −U) = U ∪ (X− ic∗U). �

Theorem 4.15. If f : (X, τ) → (Y, σ, I) is I-almost continuous and satisfies the
∂∗
s -condition, then f is continuous.

Proof. Let V ∈ σ. By hypothesis, f−1(∂∗
sV ) is closed in X . Since f is I-almost

continuous and ic∗V is R-I-open in Y , then f−1(ic∗V ) ∈ τ by Theorem 3.6. By
Lemma 4.14,

f−1(V ) = f−1(ic∗V ∩ (V ∪ (Y − ic∗V )))
= f−1(ic∗V ∩ (Y − ∂∗

sV ))
= f−1(ic∗V ) ∩ (X − f−1(∂∗

sV )).
Thus f−1(V ) ∈ τ . Hence f is continuous. �
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5. Properties of I-almost continuity

We can easily prove the following Theorem 5.1.

Theorem 5.1. Let f : (X, τ) → (Y, σ, I) and g : (X, τ) → (Y, σ, J) be two functions
where I ⊂ J . If g is J-almost continuous, then f is I-almost continuous.

Theorem 5.2. If f : (X, τ) → (Y, σ) is continuous and g : (Y, σ) → (Z,ϕ, I) is
I-almost continuous, then g ◦ f : (X, τ) → (Z,ϕ, I) is I-almost continuous.

Proof. Let G be any R-I-open subset of Z. Since g is I-almost continuous, then
f−1(G) ∈ σ by Theorem 3.6. Because f is continuous, thus (g◦f)−1(G) = g−1(f−1(G)) ∈
τ . By Theorem 3.6, g ◦ f is I-almost continuous. �

Theorem 5.3. Let f : (X, τ) → (Y, σ, I) be a function. Then f is I-almost continuous
if and only if the restriction f |Z : (Z, τZ) → (Y, σ, I) is I-almost continuous for any
Z ⊂ X.

Proof. ”Sufficiency” is obvious, we will prove ”Necessity”. Denote g = f |Z . For any
x ∈ Z and V ∈ σ(g(x)), x ∈ Z implies that g(x) = f(x), then V ∈ σ(f(x)). Since
f is I-almost continuous, then there exists U ∈ τ(x) such that f(U) ⊂ ic∗V . Now
U ∩ Z ∈ τZ(x), g(U ∩ Z) = f(U ∩ Z) ⊂ ic∗V . Thus g is I-almost continuous. �

If I is an ideal of (X, τ) and Y ⊂ X , then IY is an ideal of (Y, τY ) [?]. So (Y, τY , IY )
is also an ideal space. Thus, (Y, τY , IY ) is called subspace of (X, τ, I). If A ⊂ Y , then
the closure of A in (Y, τY ), the interior of A in (Y, τY ), the closure of A in (Y, τY , IY )
and the interior of A in (Y, τY , IY ) denote by cY A, iY A, c

∗
Y A and i∗Y A, respectively.

Lemma 5.4. Let (X, τ, I) be an ideal space. Then
(1) If A ⊂ Y ⊂ X, then A∗(IY , τY ) = A∗(I, τ)

⋂
Y .

(2) If A ⊂ Y ⊂ X and Y is open in X, then iY c
∗
Y A = (ic∗A) ∩ Y .

Proof. (1) Since A∗(IY , τY ) = {y ∈ Y : V ∩ A 6∈ IY for every V ∈ τY (y)}, then
A∗(IY , τY ) ⊂ Y . If y ∈ A∗(IY , τY ), then for every U ∈ τ(y), U ∩ Y ∈ τY (y), so
(U ∩ Y ) ∩ A 6∈ IY . Obviously, (U ∩ Y ) ∩ A = U ∩ A. Thus, U ∩ A 6∈ I. This implies
y ∈ A∗(I, τ). Hence A∗(IY , τY ) ⊂ A∗(I, τ)

⋂
Y .

On the other hands. If y ∈ A∗(I, τ) ∩ Y , for every V ∈ τY (y), then there exists
U ∈ τ such that V = U ∩ Y , so U ∈ τ(y). This implies U ∩A 6∈ I. Obviously, IY ⊂ I,
U ∩ Y ∩ A = U ∩ A. Thus, V ∩ A = U ∩ Y ∩ A 6∈ IY . So y ∈ A∗(IY , τY ). Hence
A∗(I, τ)

⋂
Y ⊂ A∗(IY , τY ).

(2) By (1),
c∗Y A = A∗(IY , τY ) ∪ A = (A∗(I, τ) ∩ Y ) ∪ A

= (A∗(I, τ) ∪ A) ∩ (Y ∪ A) = c∗A ∩ Y .
Thus,

iY c
∗
Y A = ic∗Y A ∩ Y = i(c∗A ∩ Y ) ∩ Y

= (ic∗A ∩ iY ) ∩ Y = (ic∗A) ∩ Y . �

Lemma 5.5 ([?]). Let {(Xα, τα, Iα) : α ∈ Λ} be a family of pairwise disjoint ideal
spaces. Then {

⋃
α∈

∧
Iα : Iα ∈ Iα} is a ideal on

⋃
α∈

∧
Xα.
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Let {(Xα, τα) : α ∈ Λ} and {(Yα, σα, Iα) : α ∈ Λ} be two families of pairwise disjoint
spaces, i.e., Xα ∩X ′

α = Yα ∩ Y ′
α = ∅ if α 6= α′, and let fα : (Xα, τα) → (Yα, σα, Iα) be

a function for each α ∈ Λ. We denote the topological sum (
⋃

α∈
∧
Xα, τ) of {(Xα, τα) :

α ∈ Λ} by
⊕
α∈

∧
Xα and the topological sum (

⋃
α∈

∧
Yα, σ, I) of {(Yα, σα, Iα) : α ∈ Λ} by

⊕
α∈

∧
Yα, where

τ = {A ⊂ X : A ∩Xα ∈ τα for every α ∈ Λ},

σ = {B ⊂ Y : B ∩ Yα ∈ σα for every α ∈ Λ},

and
I = {

⋃

α∈
∧
Aα : Aα ∈ Iα}.

A function
⊕
α∈

∧
fα :

⊕
α∈

∧
Xα →

⊕
α∈

∧
Yα, called a sum function of {fα : α ∈ Λ}, is

defined as follows: for every x ∈
⋃

α∈
∧
Xα,

(
⊕
α∈

∧
fα)(x) = fβ(x) if there exists unique β ∈

∧
such that x ∈ Xβ.

Theorem 5.6. Let
⊕
α∈

∧
Xα = (

⋃
α∈

∧
Xα, τ) and

⊕
α∈

∧
Yα = (

⋃
α∈

∧
Yα, σ, I). Then

⊕
α∈

∧
fα :

⊕
α∈

∧
Xα →

⊕
α∈

∧
Yα is I-almost continuous if and only if fα : (Xα, τα) → (Yα, σα, Iα)

is Iα-almost continuous for every α ∈
∧
.

Proof. Denote f =
⊕
α∈

∧
fα, X =

⊕
α∈

∧
Xα, Y =

⊕
α∈

∧
Yα.

Necessity. For every α ∈ Λ, IXα
= Iα is obvious. We will prove that fα is

Iα-almost continuous. Let x ∈ Xα and V ∈ σα(fα(x)). Since Yα is open in Y and
f(x) = fα(x), then V ∈ σ(f(x)). By f is I-almost continuous, there exists U ∈ τ(x)
such that f(U) ⊂ ic∗V . Now U ∩Xα ∈ τα(x), by Lemma 5.4,

fα(U ∩Xα) = f(U ∩Xα) ⊂ f(U) ∩ Yα ⊂ ic∗V ∩ Yα = iYα
c∗Yα

V.

Hence fα is Iα-almost continuous.
Sufficiency. Let x ∈ X and V ∈ σ(f(x)). Then there exists unique β ∈

∧
such that

x ∈ Xβ. Now f(x) = fβ(x) and V ∩Yβ ∈ σβ(fβ(x)). Since fβ is Iβ -almost continuous,
then there exists U ∈ τβ(x) such that fβ(U) ⊂ iYβ

c∗Yβ
(V ∩ Yβ). Since Xβ is open in

X , then U ∈ τ(x). Now Yβ is open in Y , by Lemma 5.4,

f(U) = fβ(U) ⊂ ic∗(V ∩ Yβ) ∩ Yβ ⊂ ic∗V.

Hence f is I-almost continuous. �

6. New decomposition of continuity with I-almost continuity as a factor

Some weak forms of continuity such as almost continuity, I-almost continuity, weak
continuity and weak I-continuity are given in terms of the operators of interior, closure,
boundary, etc. In order to give a general approach to weak forms of continuity and
a general setting for decomposition of continuity, Tong [?] introduced the concepts
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of expansion on open sets, mutually dual expansion and expansion-continuity. We
obtain new decomposition of continuity with I-almost continuity as a factor by means
of these concepts.

Definition 6.1 ([?]). Let (X, τ) be a space. A function A : (X, τ) → 2X is called an
expansion on (X, τ) if U ⊂ AU for each U ∈ τ .

Expansions are easily found. For instance A = i, c, ic, ci, ic∗, ci∗, cic.

Definition 6.2 ([?]). Let (X, τ) be a space. A pair of expansions A, B on (X, τ) is
called mutually dual if AU ∩ BU = U for each U ∈ τ .

Remark 6.3. i-expansion is mutually dual to any expansion A.

Definition 6.4 ([?]). Let (X, τ) and (Y, σ) be two spaces, A an expansion on (Y, σ). A
function f : (X, τ) → (Y, σ) is called A-expansion continuous if f−1(V ) ⊂ if−1(AV )
for each V ∈ σ.

Obviously, continuity is equivalent to i-expansion continuity.

Theorem 6.5. Let I be a ideal on Y . Then a function f : (X, τ) → (Y, σ) is con-
tinuous if and only if f : (X, τ) → (Y, σ, I) is I-almost continuous and F∗

s -expansion
continuous.

Proof. ”Necessity” is obvious, we will prove ”Sufficiency”. Let V ∈ σ. Since f is
I-almost continuous, then f−1(V ) ⊂ if−1(ic∗V ) by Theorem 3.6. Now f is F∗

s -
expansion continuous. Thus f−1(V ) ⊂ if−1(F∗

s V ). By Lemma 4.14, F∗
s V = V ∪(X−

ic∗V ). So ic∗-expansion continuity and F∗
s -expansion continuity are mutually dual.

This implies that f−1(V ) ⊂ if−1(ic∗V )∩ if−1(F∗
s V ) = if−1(ic∗V ∩F∗

s V ) = if−1(V ).
Thus f−1(V ) ∈ τ . Hence f is continuous. �
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